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Abstract: According to a popular view, the creation of social reality requires 
language: social institutions emerge when we successfully declare them into 
existence. Making language central to institutions deprives the non-human of 
any claim to a social reality. This is particularly problematic in the light of 
mounting research showing many animals have social institutions even in the 
absence of language. In this paper, I will offer an alternative view. I will 
employ a concept—enacted representation—from the distributed cognition 
framework of cognitive science to develop a social ontology that does not take 
language as a requirement to create social institutions.
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1. INTRODUCTION

From stopping at a red light to catching the 8am train, and from scanning a QR 
code to leaving a tip, we live immersed in an ocean of social reality. We abide by
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codes of conduct, recognise private property, hold jobs, go to doctors when we
are ill and show our tickets when asked by the rail ticket inspector. You would
have to venture alone into the most remote wilderness if you wanted to look
around without encountering a plethora of human institutions. But what, if
anything, makes social reality? According to a popular view, espoused by John
Searle, the answer is language: social institutions emerge when we successfully
declare them into existence and then collectively recognise them.

There is an undeniably tight link between language and social reality.
Language is ubiquitous in our social world. And the power of declarations–be
it baptisms or signing a tenancy agreement–entangle us into a tapestry of rights
and obligations. Following one of Searle’s examples, if I bring two identical
beers to the table and say “this one is for you” it suddenly becomes your beer.
But couldn’t I have simply pushed the beer in your direction to institute your
ownership of it just as well? There are plenty of actions that seem to institute
social reality in a way that does not clearly involve language. And what of the
social world of non-human animals? Don’t chimpanzees have traditions? Don’t
wolf packs have alpha males and alpha females? Making language central to
institutions deprives the non-human of any claim to a social reality. This is
particularly problematic in the light of mounting research that shows that many
animals have social institutions even in the absence of language. In this paper,
I will offer an alternative view. I will employ a concept–enacted representation–
from the distributed cognition framework of cognitive science to develop a
social ontology that does not take language as a requirement to create social
institutions.

In §2, I offer an overview of Searle’s account of social reality. In §3,
I review experimental and field studies of wolves and chimpanzees to show that
they have a non-linguistic social reality, which motivates the search for a non-
linguistic analogue to declarations. In §4, I argue that we find this analogue in
enacted representations. §5 wards off two main challenges, and §6 concludes
with a view on how enacted representations create social reality and discusses
the role of language within that view.

2. MAKING THE SOCIAL WORLD

If I am caught jaywalking, it would do little to tell the police officer that there is
no objective fact about whether or not I have jaywalked because jaywalking is
a mind-dependent social convention.1 The police officer, like most people, will
have the intuition that there is a fact of the matter, just like there are facts about

1 I have never jaywalked in my life, it’s just a hypothetical.



PABLO FERNÁNDEZ VELASCO 28

whether or not I am of a certain nationality, whether or not I am affiliated to a
certain institution, or, in the classical example, whether or not I have a twenty-
dollar bill in my pocket. This leads to the apparent contradiction that there can
be objective facts about a subjective reality.

I say apparent because once we draw one crucial distinction, the contra-
diction starts to dissolve. The distinction is that between epistemic and ontolog-
ical senses of objectivity and subjectivity. Ontological subjectivity and objec-
tivity concern the mode of existence of entities, while epistemic subjectivity
and objectivity concern the epistemic status of claims (Searle 1993). Fears and
stomach aches are ontologically subjective, because they exist only as experi-
enced by a subject. A river and a thunderbolt exist independently of any sub-
jective experience and are therefore ontologically objective. Introducing this
key distinction still doesn’t give us an account of social reality. Rather, the dis-
tinction helps us pose the following question: How can there be epistemically
objective facts about a social reality that is ontologically subjective? This is pre-
cisely what Searle’s social ontology sets out to address.

Searle aims to address the question not just by explaining the workings
of the social world but also by explaining how its features are consistent with
(and dependent on) what he calls the basic facts, which are given by the hard
sciences (he mainly mentions physics, chemistry, and evolutionary biology).
There are three key elements in Searle’s theory of social reality, as it appears in
Making the Social World (2010): collective intentionality, status functions and
declarations.

Searle starts with intentionality because he claims that intentionality is
already naturalised, i.e. already compatible with the basic facts. Thoughts in the
mind are also neurobiological processes in the brain, and, Searle claims, such
processes have the same logical properties as the thoughts themselves because
they are their neural realization. He then moves from individual (“I want a
bicycle”) to collective intentionality (“we want a bicycle”), with a particular
focus on two forms of collective intentionality: collective recognition, and
cooperation. Searle argues that for cooperation to work, we-intentions must
be systematically linked to I-intentions so that the individual bodies move
as a result of collective intentionality. All the while, he makes it clear that
we-intention is not always reducible to I-intention, because even if he sees
intentionality as necessarily existing in individual brains, this does not preclude
the content of that intentionality from existing in a plural grammatical form.

Now, for cooperation to work, each individual must assume that the
others in the collective are doing their parts. This is not achieved by the content
of each individual intentionality making reference to the content of each of the
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other individual intentionalities, which would be cumbersome and potentially
lead to a dangerous regression. Instead, there is a reciprocal assumption that
each individual will do their part and expect the others to do likewise. This
way, there is no need for the propositional content of the intentional state of a
given member of the collective to be part of the propositional content of the
intentional state of any other member of the collective in order for cooperation
to get off the ground.

Cooperation is required for particular transactions within institutions2

and, in most cases, for the creation of the institutions themselves. However,
for the institutional structures to function, what is strictly required is just
collective recognition, which, unlike cooperation, does not require collectively
intending to cooperate. The collective recognition can be reduced to individual
recognition plus mutual belief among the individuals involved. For an
institution to exist, what is required is that individuals recognise its existence,
and that they assume that others also recognise the same institution. For a
given currency to exist, each individual must accept its existence and assume
that others in their society are doing the same. And again, even if cooperation is
not always required, collective recognition is sometimes not enough. A couple
getting married must collectively recognise the institution of marriage prior to
the wedding, but the ceremony itself also requires their active cooperation.

Collective intentionality is central to Searle’s account of social reality
because it is required for the existence of status functions. Status functions
involve an entity (e.g. a person or an object) performing a certain function
within a society. What sets them apart from other functions is that they work
in virtue of the society assigning a particular status to the entity and collectively
recognising that status. Thus, status functions require collective intentionality
for both their creation and their continued existence. Status functions range
from “this is a twenty-dollar bill” to “Joe Biden is the president of the United
States.” According to Searle, status functions are the glue that holds society
together. Not only that—he takes status functions to be the distinctive feature
of human social reality, because, allegedly, only humans have the capacity to
impose functions on entities in a way that does not depend entirely on the
entities’ physical structure.

2 Institutions are systems of constitutive rules, and they create the possibility of
institutional facts. Constitutive rules are not simply regulative rules governing behaviour (of
the form “DoX) but rules that make the very behaviour possible (of the form “X counts as Y
in context C.”). For example, the rules of chess constitute the game of chess, because chess is
precisely moving pieces on a board according to those rules. The focus of the present paper
is not on all social phenomena but rather on the nature of social institutions.
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The way that status functions work is by carrying deontic powers. When
we recognise that Joe Biden is the president of the United States (a classical
example that has now become unexpectedly contentious), that means we
recognise certain rights and obligations, i.e. deontic powers, in the status of
Joe Biden as the president of the U.S. We recognise the right of Joe Biden
to live in the White House, for instance. And we recognise his obligation to
give the State of the Union Address. Assigning a status function to a person or
object creates a deontology that extends into the future (four years in the case
of the U.S. president). This leads us to the last key element in Searle’s social
ontology, which will be the focus of this paper: Status Function Declarations,
which according to Searle, are the speech acts that create the deontology of
status functions.

Status Function Declarations are a type of declarations, which in turn are
a type of speech act. Thus, we can see how Searle’s account of the social world
builds on his previous work on intentionality (Searle 1979a; 1983; 1990) and
on speech acts (Searle 1962; 1969; 1979b; for a thorough discussion of how
Searle’s oeuvre developed, see Smith 2003). Pivotal here is Searle’s taxonomy
of illocutionary acts (Searle 1975), which he advanced as an improvement on
Austin’s classification in How to Do Things with Words (1962).

To understand Searle’s taxonomy, we need first to understand the notion
of direction of fit between words and world3. Some acts get the words to
match the world (word-to-world direction of fit) and some acts get the world to
match the word (world-to-word direction of fit). Here is a great example from
Anscombe (1957) that can help us illustrate the distinction: a shopper goes to
the supermarket with a shopping list, and there is a detective following him and
writing down everything he buys on a different list. As they come out of the
supermarket, their lists will be identical in content, but not in function. The
detective list has the word-to-world direction of fit (i.e. its point is to represent
what the shopper has bought), while the shopper’s list has a world-to-word
direction of fit (i.e. its point is to get the shopping cart to match the list).

Now, here are the five categories in the taxonomy: Representative,
Directive, Commissive, Expressive, Declaration. Representatives have a word-
to-world direction of fit, and their function is to commit the speaker to
the truth of the expressed proposition. The commitment varies in degree, so
representatives go from statements to suggestions, and they also encompass
boasting or complaining. Directives have a world-to-word direction of fit, and

3 Searle builds his taxonomy on twelve dimensions of variation but going through all of
them would be outside of the scope of this paper.



31 JOURNAL OF SOCIAL ONTOLOGY

their function is to get the hearer to act in a certain way. Again, they vary in
degree and thus range from pleading to commanding. Commissives also have
a world-to-word direction of fit, and their function is to commit the speaker to
act in a certain way (e.g. “I promise to prepare you a nice dinner”). Expressives
have no direction of fit, and their function is to express a psychological state
about a state of affairs (e.g. “I am so happy that you will prepare me a nice
dinner”). Declarations, which is what really concerns us here, have both words-
to-world and world-to-words direction of fit, and their function is to bring
about a state of affairs in virtue of the declaration itself being successfully
performed (e.g. “you are now husband and wife”).

The “magic” of declarations is that they transform reality by declaring a
state of affairs and therefore bringing it into existence. And they can bring status
functions into existence. The type of declarations that bring status functions
into existence are called Status Function Declarations. The basic form of the
operator (Searle 2010, 99) that creates status functions is as follows:

Status Function Declarations (SFD): We make it the case by Declaration
that the Y status function exists in context C.

Declaring that Y exists in C creates a relation between Y and a group of people,
with the corresponding deontic powers that are collectively recognised.

With these three elements in hand—collective intentionality, status
functions and declarations—we can properly consider Searle’s tripartite thesis
in Making the Social World:

First, all of human institutional reality, and in that sense nearly all of
human civilization, is created in its initial existence and maintained in
its continued existence by a single, logico-linguistic operation. Second,
we can state exactly what that operation is. It is a Status Function
Declaration. And third, the enormous diversity and complexity of
human civilization is explained by the fact that that operation is not
restricted in subject matter and can be applied over and over in a
recursive fashion, is often applied to the outcomes of earlier applications
and with various and interlocking subject matters, to create all of the
complex structures of actual human societies (Searle 2010, 201).

3. LANGUAGE AND THE SOCIAL WORLD

According to Searle’s thesis, a logico-linguistic operation–SFD–is behind the
creation of all the structures of human society. There is some ambiguity in the
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term “logico-linguistic.” If we follow Searle in considering operations such as
neurobiological processes as having a logical form, it might seem that a logical
but non-linguistic operation might do the trick. And at times, Searle seems to
indicate that a symbolic operation might do, or a pre-linguistic analogue of
declarations, which would be a weaker claim. Nevertheless, the stronger claim
that language is at the heart of social reality is made explicit throughout Searle’s
work. Below are some examples taken from Making the Social World (2010)

All of institutional reality is created by linguistic representation. (14)

All institutional facts, and therefore all status functions, are created by
speech acts. (11)

Institutional facts are without exception constituted by language, but
the functioning of language is especially hard to see. (90)

All institutional facts are linguistically created and linguistically
constituted and maintained. (93)

This case, like all institutional facts, necessarily involves language. (95)

“Language is constitutive of social reality.” Indeed, I think everybody
from Aristotle on would have accepted it. (109)

The aim of the present paper is to argue against the strong version of Searle’s
thesis exemplified by the quotes above. I take the thesis to have the following
form:

Language Thesis: All institutional reality is created by linguistic
operations.

We could have expanded this into something like “all institutional reality is
linguistically created and linguistically constituted and maintained,” but that
would mean that at every point in the discussion we would have to cover
creation, constitution and maintenance. And “created by linguistic operations”
is more precise than “linguistically created.” The focus here is on the operations
behind the creation of institutional reality, and whether they are necessarily
linguistic. The way I take Searle to argue for the Language Thesis is as follows:

(P1) All institutional reality is constituted by status functions.
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(P2) Status functions are necessarily created by linguistic operations.

(C) All institutional reality is created by linguistic operations

Implicit in the argument above is that SFD’s are the linguistic operations
that create status functions. What the current section will do is to present
several counterexamples to the Language Thesis, i.e. cases of institutional
reality that are not created by linguistic operations. There are two types
of counterexamples to the language thesis. First, we could show examples
of institutional reality in non-linguistic creatures. Second, we could show
examples of human institutions that are not created by linguistic operations.
We will cover both cases in turn, starting with institutional reality in wolves
and chimpanzees and then moving to what Searle refers to as pre-institutional
analogues of status functions in human society.

By focusing too much on language, there is a danger of leaning
into anthropocentrism or human exceptionalism (for a discussion of human
exceptionalism in cognition research, see Finlay and Workman 2013). This is
a danger that Searle himself seemed aware of:

I sometimes contrast humans and other animals. The point is not to
make a plea for the superiority of our species but to analyze the logical
structure of some distinctive human phenomena. If it should turn out
that some other species also have income tax, presidential elections,
divorce courts, and other institutional facts, I welcome them to the club.
Their existence would not be an objection to the account but a further
subject of investigation (Searle 2010, 7).

The above quote, however, does not address the full scope of the problem.
The issue is not that other species should have institutional facts with a
similar logical structure to status functions. The issue is the requirement for
status functions to be created by language. Non-linguistic logical operations
are ruled out. This rules out non-human institutional facts once we look
at what Searle takes to be necessary for language. Standard accounts of
language tend to involve phonology, syntax, semantics, and pragmatics. Searle
is happy to forego phonology (because of non-phonetic cases such as sign
language), which would lower the bar for non-human animals (although there
is some evidence of phonemes in the chestnut-crowned babbler; see Engesser et
al. 2015). What Searle takes to be crucial to language is syntax, which for him
involves discreteness (sentences maintain the discreteness of their components),
compositionality (the meaning of a sentence is determined by the arrangement
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of its components) and generativity (the infinite productive capacity of natural
languages).

Since the publication of Searle’s book, there has been some evidence
for discreteness in non-human communication (Suzuki et al. 2019). For
example, Japanese tits make acoustically discrete alarm calls for predatory
snakes (Suzuki 2014), and Campbell’s monkeys make acoustically discrete
types of calls (e.g. “Krak!”, “Wak!”, “Hok”!) when perceiving specific threats
(Ouattara et al. 2009). Not only that, but the monkeys also sometimes add a
short “oo” sound at the end of the calls (e.g. “Krakoo”), and they tend to do so
in low threat situations. In one interpretation, the “oo” sound combines with
the call type and acts like a suffix to indicate low danger (Coye et al. 2015).
This and other similar findings point to compositionality also being present in
non-human animals (Townsend et al. 2018). Nevertheless, there is so far no
evidence for generativity in non-human communication (Zuberbühler 2019).
This means that, to the best of our knowledge, only humans have language as
defined by Searle.

For Searle, language is what sets humans apart from other animals in
their capacity to create social reality. He makes this quite explicit when he
discusses “the difference between a human tribe having a recognized leader and
a pack of wolves having an alpha male. The leader has a continuing deontic
status, an authority represented by and created by language. The alpha male
wolf is treated with fear and respect because of his physical strength, but he has
no publicly recognized deontology” (Searle 2010, 95).

Searle seems to follow the view of the wolf pack as a group of individuals
in a constant dispute for dominance that is prevented by the alpha male and the
alpha female (Murie 1944; Mech 1966; Haber 1977). This is certainly the view
of wolf social organisation that has seeped into popular culture. Such a view,
however, comes chiefly from studies of captive packs (Schenkel 1947; Rabb
et al. 1967; Zimen 1982). Captive packs tend to be formed by wolves from
heterogenous provenances that are put together exogenously by humans. These
captive wolves then have to form dominance hierarchies, which often involves
aggression. In the wild, however, the usual wolf pack is a family structure
that is quite stable and does not involve intra-pack aggression with the goal
of climbing a social hierarchy (Murie 1944; Mech 1988; Haber 1977). The
parents are the alpha male and female, but the pups are not beta, omega, etc.
Even terming the parents “alphas” is somewhat misleading, because parents are
the leader of a family group in many other species. (Mech 1999)

A male wolf is not the alpha because of his physical strength, as Searle
suggests, but because of his position in a family. But maybe this just means that
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wolves do not have status functions (e.g. they only have biological functions),
which would work just as well for defending the Language Thesis. There are
some cases, though, in which wolf social organisation changes: an unrelated
wolf can be adopted into a pack (Van Ballenbergh 1983; Lehman et al. 1992),
or an outside wolf can replace a dead parent (Rothman and Mech 1979; Fritts
and Mech 1981).

In the case of parent replacement, the outside wolf must be accepted not
only by the alive parent but also by the rest of the pack. This acceptance is an
act of collective recognition in Searle’s terms. Not only that—it involves the
creation of a status function. By virtue of the basic facts alone, only biological
parents should be alphas. It is the pack that assigns the alpha status to the
outside wolf and that collectively recognises that status. And, contra Searle,
this acceptance does not come down to physical strength. (Strahler et al. 2002)
managed to directly observe and film an unfamiliar male wolf being accepted
after the death of the alpha male in Yellowstone National Park. The acceptance
process lasted 6 hours, and the interaction involved vocalization, stereotyped
behaviours, bodily posturing, courtship with the alpha female, and a game of
chase and pursuit with the younger wolves, but no display of aggression on
either side.

Furthermore, alpha status is arguably not the only institution in the
lupine social world. Wolves have territories. These are not fully determined
by the physical environment (even if they obviously adapt to the terrain, e.g.
Peterson and Page 1988)—territories are instituted socially. And the way in
which they are instituted is primarily through scent marking. As they travel,
wolves mark their territory, creating an olfactory grid, since the marks are
effective for long periods. On average, there is a marking every 240 meters
throughout a wolf territory, but the density is higher along regular travel routes
and their junctions (Peters and Mech 1975). And wolf packs leave twice as
many marks along the borders of their territories as in the centre, resulting in an
“olfactory bowl” (Packet 1991). There is a delicate coordination of behaviour
through which wolf territories are created. Moreover, territory recognition is
not some rigid stimulus-response mechanism but a flexible social interaction.
Along the edge of wolf territories there is a kind of buffer zone (Mech 1977)
in which the itineraries of neighbouring packs can overlap for short periods
without direct confrontation (Peterson and Page 1988).

The emerging picture is one of wolves inhabiting their own complex
ocean of institutional reality:
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A wolf population can be viewed as a highly dynamic system in which
breeding pairs hold territories and pump out numerous offspring that
travel about, criss-crossing the population and striving to gain their own
breeding positions. In this flux, each pack tries to hold its position while
competing with neighbors that try to expand their territories as well as
with new breeding pairs, local lone wolves, and immigrants that are all
trying to leverage themselves into the population structure (Mech and
Boitani 2003, 6).

For another example of non-human social institutions, let us turn to the case
of chimpanzees. Chimpanzees are most famous for their developed use of tools
(for a review, see Sanz and Morgan 2010), but this would not cut it as an
instance of status function, because when the chimpanzees see an object as a
tool, they do so in virtue of its physical structure, not necessarily in virtue of the
society assigning a particular status to the object and collectively recognising
that status. There are, however, two elements in chimpanzee social life that
indicate the existence of status functions: conventions and prestige.

It is well known that wild chimpanzees have traditions. There are
patterns of behaviour that spread socially and that differ from community
to community. Here again, different ways of using tools are the most
obvious example, and probably the best documented. But there are also
arbitrary conventions. Handclasp grooming postures sometimes vary from one
community to the next (Nakamura 2002). Certain grooming postures that
originated spontaneously in a captive community spread later along affiliative
lines, which is consistent with social learning transmission (De Waal and
Seres 1997; Bonnie and De Wall 2006). And there is the tearing of dry
leaves with their mouths, which in one community is used as a form of
sexual courtship and in another is used as an initiation of play (Nishida 1980;
Boesch 1996).

Chimpanzees’ arbitrary conventions are created collectively and function
in virtue of collective recognition. The strongest evidence for the creation and
maintenance of arbitrary conventions comes from an experiment by (Bonnie
et al 2007). They had two chimpanzee groups, and for each group they put
a reward at alternative endpoints of two different behavioural sequences. The
sequences consisted in collecting, moving and unloading plastic tokens into
either a bucket or a pipe in order to gain food from a separate location.
Each behavioural sequence spread in the group in which it was rewarded,
and individuals clearly adopted the sequence as shown by another member
of the group. The sequences themselves had no logical connection to the
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reward and had no meaning outside the experiment, which shows that the
chimpanzees had learned both the sequence and its benefits from observing
other chimpanzees. In this way, the sequence became a convention.

Once the convention was established, chimpanzees stuck to that
convention. A low-ranking individual was rewarded for performing a new
sequence, but at that point no other member followed, showing a degree of
adherence to the instituted convention that went beyond the obtention of
reward. And this connects with the role of prestige in chimpanzee society. In
a more recent study, (Perlman et al 2010) developed an experiment to test the
existence of prestige. They trained two different chimpanzee models to carry
out two separate solutions to a foraging problem. Both solutions were equal in
terms of difficulty, rewards and exposure, but one of the models was a higher-
ranking chimpanzee than the other model. They observed that chimpanzees
tended to copy the solution carried out by the higher-ranking model. The
experimenters took this as evidence of prestige-based cultural transmission.
Put in the terms of our overarching discussion, prestige (like conventions) is
important because it shows that chimpanzees can have a status that is not solely
dependent on basic facts but on collective creation and recognition.

So far, we have seen conventions and prestige among chimpanzees and
social order and territoriality among wolves as non-linguistic examples of
institutional reality. We can find some similarities between these cases and a
type of cases that Searle discusses briefly: pre-institutional analogues of status
functions. An example he offers is a group choosing a leader on an ad hoc basis
rather than through declaration. For Searle, such ad hoc processes are not true
examples of the creation of institutions but rather “pre-institutional examples
of the same logical form” (Searle 2010, 19). Another scenario that does not
seem to clearly involve language is a group that gradually starts considering a
line of stones as a boundary:

We began with an object that performs its function in virtue of its
physical structure. But it evolves into an object that performs its
function, not in virtue of its physical structure, but in virtue of the
fact that there is a collective recognition or acceptance by the people
involved, both inside and outside the line of stones, that the line has a
certain status and performs its function only in virtue of the collective
recognition or acceptance of that status (Searle 2010, 94).

This is akin to wolves instituting territories, and there is no clear way
in which it requires language. Searle says that the reason that language is
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actually required is that boundaries have a deontology—they carry obligations
(reasons for action that are independent of inclinations and desires), which
can only be accounted for through language. He contrasts human, language-
based obligations with a dog that is punished until he learns to avoid
trespassing the boundary. But we have seen examples of institutions (prestige,
conventions, social order, and territories) in non-human animals that are not
established through punishment, or through aggression, but through collective
recognition. And these institutions provide desire-independent reasons for
action—they influence the way that the animals behave in a way that cannot
be simply explained in terms of their desires and inclinations.

The crux of the issue is: what makes some status functions pre-
institutional and not institutional tout court? If one wants to argue for the
Language Thesis, the answer cannot simply be “language” without incurring
in circularity, because this is precisely what the Language Thesis proponent is
trying to argue for.4

The challenge is that in the cases outlined above, there seem to be non-
linguistic operations that play the same role as SFDs. That speech acts have
logical equivalents that are not themselves speech acts is something that Searle
foresaw already in the 70’s:

Differences between those acts that must always be speech acts, and
those that can be, but need not be, performed as speech acts. One may
classify things, for example, by saying “I classify this as an A and this
as a B.” But one need not say anything at all in order to be classifying;
one may simply throw all the A’s in the A box and all the B’s in the
B box. Similarly with estimate, diagnose, and conclude. I may make
estimates, give diagnoses, and draw conclusions in saying “I estimate,”
“I diagnose,” and “I conclude,” but in order to estimate, diagnose, or
conclude it is not necessary to say anything at all. I may simply stand
before a building and estimate its height, silently diagnose you as a
marginal schizophrenic, or conclude that the man sitting next to me
is quite drunk. In these cases, no speech act, not even an internal speech
act, is necessary (Searle 1975, 349).

4 Searle is aware of a similar problem when it comes to explaining language as an
institution, because one cannot just appeal to language: “But the sentences of English do
not require further linguistic representation to be sentences of English. If they did, it looks
like we would get an infinite regress. “Yes,” onemight say, “But maybe the fact that your view
leads to an infinite regress is a refutation of your view, and not a proof of the distinction
between language and extra-linguistic institutional facts. You still have not made out that
distinction.” (Searle 2010, 111).
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For a brief passage in the introduction, Searle even seems to be happy to
accept the creation of status functions by representations that have the same
logical form as SFDs even if they are not speech acts (Searle 2010, 13). But
he is very clear throughout that any analogue to SFDs needs to be a linguistic
representation. The way I understand him, Searle takes SFDs as the more basic
form from which other analogues are derived, just like he takes belief and desire
as derivative forms of action and perception, which are more basic forms of
intentionality (Searle 2010, 39).

SFDs are quite particular in their lack of pre-linguistic analogue. In
fact, he offers a pre-linguistic analogue for all other types of speech act in
his taxonomy: for assertives, beliefs; for directives, desires; for commissives,
intentions; and for expressives, emotions. All of the other speech acts are
derivative from more basic forms of intentionality except for declarations.
Declarations, Searle defends, have no prelinguistic analogue and are therefore
an exclusive privilege of humans: “There is no prelinguistic analogue for the
Declarations. Prelinguistic intentional states cannot create facts in the world
by representing those facts as already existing. This remarkable feat requires a
language” (Searle 2010, 180).

That is where the whole argument hangs. In order to defend Premise
2 (“Status functions are necessarily created by linguistic operations”) of the
argument for the Language Thesis, Searle needs to argue that non-linguistic
intentional states cannot bring a state of affairs into existence by representing
it as already existing. What makes pre-institutional reality pre-institutional is
that it could not be otherwise if language were not involved, because, allegedly,
there is no pre-linguistic analogue to declarations. The counterexamples to the
thesis presented in this section point to the contrary but do not quite show
what the actual pre-linguistic operation that creates status functions might be.
What I will argue in the next section is that there is a pre-linguistic analogue
to status functions. Not only that, there is a more basic form of intentionality
of which declarations are a derivative: enacted representations.

4. ENACTED REPRESENTATIONS

Before the heyday of GPS, navigators at sea used the trick known as the three-
minute rule. The point of the trick is to calculate the ship’s speed out of distance
travelled and elapsed time, which could become a cognitively taxing division
to make. They are helped by a bit of serendipity: An hour is 60 minutes, and
a nautical mile is very close to 2000 yards, which means that 100 yards is one-
twentieth of a nautical mile and three minutes is one-twentieth of an hour.
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Therefore, the number of yards that the ship travels in three minutes is equal
to the speed of the ship in nautical miles per hour. What navigators do with
this serendipitous fact is to plot the positions of the ship every three minutes.
If the distance between two positions is 1000 yards, then the navigator knows
that the speed is 10 nautical miles per hour. The way this is done in practice is
simply to transpose the distance between the two points from the chart onto a
yard scale using a divider and ignoring the two trailing zeros (Hutchins 1995,
151). Thanks to the cultural practice known as the rule of three, the navigator
is able to see the number on the scale as the speed of the ship without any
need of internal calculations. Edwin Hutchins calls this “seeing as” the enacted
representation of the ship’s speed (Hutchins 2010).

I find nautical examples entertaining, so here is another one: the
procedure to fix the position of the vessel aboard the USS Palau navy ship
(Hutchins 1995). A group of navigators measured the bearing from the ship
to three separate landmarks and plotted a line of position to each landmark
using a special tool. The intersection of the three lines formed a triangle within
which they assumed the ship was located (for an illustration of triangulation,
see figure 1). And the larger the triangle, the less reliable the representation.
Seeing a triangle as a position fix (or seeing a large triangle as an unreliable
position fix), and even seeing the chart as a depiction of the space in which
the ship is located are also examples of enacted representations according to
Hutchins.

Figure 1. Illustration of triangulation position fixing. Position lines are drawn
with respect to three landmarks on land. The vessel is expected to be located
within the resulting triangle formed by the intersection of the three lines. Based
on an original image by Bryan Hansel.
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The above are examples of how bodily practices (often using artifacts,
e.g. the transposing of the divider) play a role in the formations of concepts
(McNeill 2005; Gibbs 2006). But what is interesting for our current discussion
is not just the embodiment of conceptual thinking. What is interesting is the
way in which “seeing as” (e.g. seeing the triangle as the position of the ship)
emerges out of embodied cultural practices. These are cases in which, according
to Hutchins, enacting cultural practices (e.g. the rule of three) produces the
object of interest (e.g. speed in nautical miles per hour). Another way to put this
is that enculturated humans transform material patterns into representations
by enacting their meanings. This is what enacted representations come down
to: they are phenomenal objects enacted through cultural practices.

A further example (outside the nautical realm) is queuing. A queue is a
spatial arrangement of bodies that maps the order of arrival (Hutchins 2005).
If I go to the cinema and there is a queue, I just join it at the end and I can tell
who goes after whom, and roughly how long I will have to wait based on the
length of the queue and the speed at which it advances. A queue is an enacted
representation: I see a physical structure (the arrangement of bodies on a line)
as a conceptual structure (the order of arrival). In turn, this affords a host of
inferences (order of arrival, estimated waiting time). These examples all point
to “our ability to project structure onto things and then modify the world to
materialize or reify our projection” (Kirsh 2009, 1103). And not just that—in
most cases we don’t project first and modify later. We often project structures
onto the world by modifying it. The speed of the boat appears once we use a
divider to transpose the distance between two points onto the relevant scale.
The queue appears once we collectively arrange our bodies in a particular way:

Seeing an array of people as a queue integrates these elements in
a particular way. It is an example of enacting a meaning by seeing
the world in a particular way. A physical pattern that is open to
many interpretations is “seen as” a particular, culturally meaningful,
phenomenal object. The phenomenon of enacting meanings by “seeing”
the world in particular ways (Stewart, Gapenne & di Paulo 2010) is
absolutely ubiquitous in human experience and is accomplished via
cultural practices (Hutchins 2014, 6)

One of the features of enacted representations is that (like external
representations in general) they become identifiable and shareable phenomenal
objects (Kirsh 2009). With this in mind, let us revisit one of the examples of
the previous section: seeing a line of stones as a boundary. Within a given
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society, people learn to see a particular line of stones as a boundary. They
collectively enact the boundary, and it becomes an enacted representation. The
line of stones comes to represent a boundary, and because of that it carries a
deontology, just like queues carry their own particular deontology (e.g. one has
the obligation to wait for their turn).

The “seeing as” of enacted representations is the pre-linguistic precursor
to the “counting as” of SFDs. Think about the number of status functions that
are created by just forming a queue. There is a status function bestowed on the
arrangement of bodies, but there are also as many status functions as people
involved, because each person will be first in the queue, second in the queue,
all the way to last in the queue. Each status will have its deontology (e.g. if you
are the first in line you get to order your ticket first). On top of that, both the
status and the accompanying deontology will change as the queue advances
(the last in line will become first in line eventually).

To make matters simple, I will follow Searle’s notion of representation.
This will ensure that the use of enacted representations is aligned with the rest
of Searle’s account. Searle uses a functional notion of representation. Anything
that has conditions of satisfaction (i.e. that can succeed or fail in the way that
intentionality does) is a representation of its conditions of satisfaction. The
conditions of satisfaction vary for each speech act according to its direction
of fit. Assertives can be true or false, and directives and commissives can
be followed or not. Declarations are successful (or fail) if the declared state
of affairs comes into existence (or doesn’t) with the declaration. Enacted
representations are like declarations. They succeed (or fail) if the phenomenal
object in question appears (or doesn’t) through the enactment of cultural
practices. If a line is recognised as a wall by the relevant subjects, the enacted
representation has been successful.

Searle had found pre-linguistic, more basic forms of intentionality for
all other types of speech act. Enacted representations were the missing piece
of the puzzle—they are the pre-linguistic, more basic analogue of declarations.
Declarations are a derivative form of enacted representations, just like assertives
are a derivative form of beliefs, or directives are a derivative form of desires.
And enacted representations are sufficient for creating status functions and by
extension, social reality, both human and non-human.

It is not just about a line of people becoming a queue or a line of
stones becoming a wall. We can also understand the wolves assigning alpha
status to an outsider as an example of enacted representation. Through cultural
practices (e.g. vocalization, stereotyped behaviours, bodily posturing […]),
the pack enacts the outsider as the leader and collectively recognises him as
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such with all of the corresponding deontology (e.g. leading the pack while on
hunts, having preferential treatment in the division of food […]). Territories
are also enacted through cultural practices (e.g. tessellated marking, howling
[…]). And chimpanzees enact prestige and conventions. Searle holds that “if
the animal has the capacity to produce semantically meaningful events […]
then it can represent this state of affairs with the double-level intentionality
that I described earlier” (Searle 2010, 77). Some non-human animals have
this capacity, but contra Searle what they require is not language. Enacted
representations can serve to create status functions without the need for
linguistic declarations.

5. CHALLENGES

Before concluding, I will discuss two main challenges to the view defended in
this paper. The first comes from the tension between internalist and externalist
positions. The second comes from looking at the cases in which the analogy
between enacted representations and SFDs starts to fray.

The notion of enacted representation comes from work on distributed
cognition, a framework of cognitive science that conceives all cognitive
processes as distributed at various spatiotemporal scales. This means that the
boundaries of the unit of analysis depend on the scale of the process in question.
In some cases, the cognitive process is distributed across different areas of the
brain, or across the brain and the body. In other cases, the cognitive process can
distribute across a navigator, a chart, and a divider, as in the process of applying
the rule of three. Or, wider even, across the team of navigators of the USS Palau
and their instruments, in the case of the process for fixing the position of the
ship.

A critic might point out that there is a tension between distributed
cognition and Searle’s account, due to Searle’s commitment to intentionality
necessarily being in the brain. Indeed, Searle names six conditions of adequacy
that any account of intentionality needs to meet, and one of them is that “all
intentionality, whether collective or individual, has to exist inside individuals’
heads.” (Searle 2010, 44). As the account of collective intentionality is central
to the account of status functions, the worry is that this makes Searle’s social
ontology antithetical to distributed cognition, and thus incompatible with the
notion of enacted representations.

There are at least two ways to dispel this worry. The first is to draw a
distinction between internalism about content and internalism about vehicles.
The second is to question if the internalist adequacy condition I just mentioned
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is actually a necessary element of Searle’s account.
Firstly, when discussing whether the mind is “in the head,” it is

important to clarify if we are talking about mental content or about mental
vehicles. Content internalism is the view that the contents of mental states are
solely determined by occurrences internal to the brain. Vehicle internalism is
the view that the vehicles of mental content (its computational bearers) are
exhausted by occurrences inside the brain (or the body in other versions). The
opposite views are content externalism and vehicle externalism, respectively.
Views about content and about vehicles are logically independent (Rowlands
et al. 2020). When Hutchins says that cognitive processes extend beyond
the brain and the body, this is a commitment to vehicle externalism. When
Searle says that intentionality is “in the head,” this a commitment to content
internalism (Kòátko 2012). Vehicle externalism and content internalism are
compatible views (Bartlett 2008).

When it comes to enacted representations, we do not need to commit
to content externalism either. It might seem at first that because enacted
representations are most often external representations, the content itself
is “out there”: “A crucial feature of distributed cognitive systems is that
they contain “external representations”; that is, representations of aspects of
the world that are not localized in a person’s brain or in a computer, but
somewhere external to these locations” (Giere 2007, 314). However, there
is no intentionality in the external material pattern itself, precisely because
there are no conditions of satisfaction without a mind that interacts with it.
Hutchins is quite clear in this respect: “Many people seem to assume that the
status of external representations qua representations is unproblematic. But
what makes a material pattern into a representation, and further, what makes it
into the particular representation it is? The answer in both cases is enactment.”
(Hutchins 2010, 429).

Moreover, it is not even clear that content internalism is required to
account for status functions. Content internalism is a personal commitment
of Searle, but what it brings to his account of collective intentionality
and, by extension, to status functions, is unclear. Searle has independent
reasons to make content internalism a condition of any account of collective
intentionality. He then manages to construct a content-internalist account
of collective intentionality, which is no mean feat, by specifying that we-
intentions are located in each individual’s head in a plural grammatical form
and that they systematically relate to I-intentions. It is certainly a plus to have
an account of collective intentionality that does not commit us to content
externalism (the fewer commitments, the better!). However, this does not mean
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that the account itself commits us to content internalism. Compatibility of
content internalism is best understood as a desideratum of the account, not as
its consequence.5

A second challenge to the proposed account comes from the points at
which the analogy between enacted representations and SFDs breaks. Even if
an opponent were to grant that the enacted representation of a boundary out of
a line of stones has the same logical form as the SFD of a boundary out of a line
of stones, she might point out that the analogy does not apply to some of the
examples of enacted representations in section 4—enacted representations vary
widely and some of its forms are not analogous to SFDs. Hutchins proclaims
that enacted representations are ubiquitous in human cognition, but in this
case that might be a pitfall rather than a virtue.

Take the rule of three. There is a cultural practice (the rule of three)
that makes the speed of the boat phenomenally appear to the navigator. While
this is a case of enacted representation, it does not seem to be analogous to an
SFD. There is still a double direction of fit. If the rule of three is successful,
the number on the scale will represent the speed of the ship (at the relevant
representational grain). However, the success of the enacted representation does
not depend on collective recognition. All that is needed is that the navigator
carries out the measurements and the process correctly all the way to seeing the
scale as the speed of the boat. Whether the navigator is alone on the boat is
irrelevant to the conditions of satisfaction. In this, the case differs from SFDs,
which depend on collective recognition for their success.

The way to respond to this challenge is to show that all we need is for a
subset of enacted representations to be analogous to SFDs for the account to
hold. The claim is that SFDs are a subset of declarations, which in turn are a
derivative form of enacted representations. The structural relationship between
SFDs and declarations remains the same as in Searle’s original account. And
the structural relationship between declarations and enacted representations
is equivalent to the relationship between the other types of speech act and
corresponding types of intentionality (e.g. assertives are derivative of beliefs).

And the conditions of satisfaction of enacted representation are
analogous to the conditions of satisfaction of declarations (even if they are not

5 Furthermore, committing to content internalism is not in itself unproblematic.
Fitzpatrick argues that it makes Searle’s account self-defeating, because the resulting privacy
of social facts denies the public access to the conditions on the basis of which we take
collective facts to obtain (Fitzpatrick 2003).
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analogous to those of SFDs)6. Declarations have a double direction of fit. They
bring a state of affairs into the world by their very operation. So much is true
of enacted representations. Not all enacted representations require collective
recognition. But neither do all declarations. Only SFDs do. This might be
counterintuitive because speech acts are paradigmatically public performances.
Still, imagine the following scenario: you are solo hiking, and it is getting dark.
You reach a spot that is flat enough and sheltered enough and you say, “this is
my campsite.” It might be uncommon, but there can be such a thing as private
declarations (“this is my campsite”), just as there can be private assertions
(e.g. guessing the answers to questions out loud while watching a TV game
show alone—“The capital is Canberra!”), private commissives (“I am giving up
meat for the whole of January”) or private expressives (“Home, sweet home!”).
Basically, one can talk to oneself and there will still be conditions of satisfaction
that apply to the representation in question.

Enacted representations at large will tend to be more private than
declarations, just like beliefs will tend to be more private than assertions.
And enacted representations will require collective recognition to create status
functions, just like SFDs do. A queue is not a queue unless collectively
recognised as such. However, this requirement is not down to enacted
representations or to declarations but to what it means for a status function to
be a status function. The way that enacted representations can be collectively
recognised is straightforward enough: people who partake in a cultural practice
will be able to recognise the enacted representations. People who know the rule
of three will see the relevant scale as the speed of the boat even when another
navigator is doing the transposing. And people who are used to queues will
recognise a queue if they encounter a series of people in a line when they get
to the cinema. Enacted representations are a situated, culture-dependent affair.
People in the right situation, cultural and otherwise, will recognise the relevant
enacted representation and thereby contribute to instituting the relevant status
function (so much is true of SFDs as well, which are culture and context
dependent). Enacted representations are at the heart of social reality, but they
themselves can only operate within a rich cultural ecosystem.

6 An open question is whether enacted representations are conceptual. It is possible
that they involve a non-linguistic form of conceptual thinking. Carruthers (2002, 713)
takes the ability of some non-human animals to recognise individuals overtime and to
track the changing properties of those individuals as instances of non-linguistic conceptual
thinking, and the same can easily apply to instances of enacted representation.And following
Kirsch,what enacted representations certainly involve is reification (closely related to “seeing
as”). Bermúdez (2007) argues that non-linguistic creatures also possess this capacity for
reification.
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6. CONCLUSION

This paper began by introducing Searle’s social ontology and by arguing against
one of its central theses—the LanguageThesis, which states that all institutional
reality is created by linguistic operations. I showed how non-human animals
that are not capable of language have been found to create social institutions. In
the human realm, there are also plenty of examples of institutional reality that
do not seem to require linguistic operations. As an alternative, I advanced the
view that enacted representations can serve to create status functions without
the need for declarations. This alternative view opens the possibility of a social
ontology that does not essentially depend on language and that encompasses a
wider variety of institution-creating operations in the human and non-human
social worlds.

And yet, it seems that language is a pervasive element of human social
reality. A priest declares two people as husband and wife, Joe Biden was sworn
in as the president of the United States, and a twenty-dollar bill clearly states
“twenty dollars” in block capital letters. So how does language fit in with the
current account? Searle conceives written language as a way of enabling an
increased capacity for the creation and maintenance of institutions. The present
view takes a similar approach when it comes to all language. Language opens up
a broad range of possibilities for the creation and maintenance of institutions.
Moreover, language also enhances the transmissibility of both institutions and
of the cultural practices behind them: “the human uniqueness would not reside
so much on shared social practices and conventions, as on cultural transmission
modes not available to other species (e.g. speech, writing, radio, Internet).”
(Becchio and Bertone 2014, 130). Language is the fuel behind many of our
institutions, but not the heart of social reality itself. We inhabit a world of
marriage, presidents and twenty-dollar bills. Wolves inhabit a world of intricate
social ties and ever-evolving territories. Their world is just as real as ours.
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